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Abstract—The usability and scalability of Internet of things 
(IoT) technology are expanding in such a way that they facilitate 
human living standards. However, they increase the vulnerabilities 
and attack vectors over IoT networks as well. Thus, more security 
challenges could be expected and encountered, and more security 
services and solutions should be provided. Although many security 
techniques propose and promise good solutions for that intrusion 
detection systems (IDS)s still considered the best. Many research 
works proposed machine learning (ML)-based IDSs for IoT attack 
detection and classification. Nevertheless, they suffer from two main 
gaps. First, few of the works utilized or could analyze an up-to-date 
version of IoT-based attack behaviors. Second, few of the works can 
work as multi-class attack detection and classification. Therefore, 
this work proposes an intelligent IDS (IIDS) by exploiting the ability 
of ML algorithms to classify and identify malicious from benign 
behaviors among IoT network packets. The methodology of this 
work investigates the efficiency of three ML classifier algorithms, 
which are K-Nearest Neighbor, support vector machine, and 
artificial neural network. The developed models have been trained 
and tested as binary and multi-class classifiers against 15 types of 
attacks and benign. This work employs an up-to-date dataset known 
as IoT23, which covers millions of malicious and benign behaviors 
of IoT-connected devices. The process of developing the proposed 
IIDSs goes under different preprocessing phases and methods, such 
as null value solving, SMOTE method for the imbalanced datasets, 
data normalization, and feature selections. The results present IIDSs 
as good binary and multi-class classifiers even for zero-day attacks.

Index Terms—Internet of things networks, Intrusion 
detection system, Machine learning, Intelligent attack 
classification, and identification.

I. Introduction
Network technology has mostly oriented toward a new 
trend called the Internet of Things (IoT). Based on this 

technology, connected devices can communicate with each 
other independently with or without human permission 
(Nagisetty and Gupta, 2019). Although the scalability 
indicator of networks has been improved with IoT, new 
challenges have been encountered and measured especially in 
the ones that are related to networks’ security or connected 
devices’ security. Some of the security challenges are related 
to energy consumption (Malik and Dutta, 2022) and others 
are related to the system environment of the IoT applications 
(Ho, 2022).

There are many reasons that make the devices connected 
over IoT networks be considered vulnerable more to 
attacks and intruders. Most devices are having resource 
limitations, such as power and memory limitations. With 
such limitations, the security tools could not work efficiently 
as they depend on complex algorithms. Another reason for 
vulnerability is the inability to build some security standards 
for connected objects among IoT vendors. IoT devices have 
been manufactured by many vendors and companies and 
each of them follow specific security standards. All these 
reasons increase the number of attacks and threats over IoT 
networks and expand the vulnerabilities and attack surfaces 
(Nawir, et al., 2016). Due to that most researchers are 
focusing on and addressing these open problems, and they 
are investigating machine learning (ML) techniques and tools 
for building classifier models to distinguish benign from 
malicious behaviors of packets that flow over IoT networks 
(Chen, et al., 2018; Saharkhizan, et al., 2020).

ML techniques have great abilities for detecting and 
classifying objects. They depend on analyzing some 
predefined behaviors or attributes, numerically, then mapping 
them to a class among some available classes (Radivilova, 
et al., 2019). To build any classifier models, all ML techniques 
should follow two phases, which are the training and testing 
phases. Although both phases are important for getting a 
perfect classifier model, the training phase needs more work 
and must be more focused. This is because the training phase 
teaches the ML model through a use of a training dataset, and 
when collected, such datasets need much preprocessing work 
that, if not done, it influences negatively on the accuracy 
rate of the ML classifiers (Sanmorino, 2019). Therefore, one 
of the questions that this work wants to investigate is about 
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the possibility of improving the accuracy rate of classifier 
models through preprocessing steps. This question has been 
investigated in the security field of IoT networks, especially, 
using a new training dataset called (IoT-23) (Parmisano, 
Garcia and Erquiaga, 2020). Based on best knowledge of 
this work, the concept of the attack classification over IoT 
has been mentioned for the first time in the book (Giusto, 
et al., 2010). Since then, many works have been conducted 
and many investigations have been published (Kareem and 
Jasim 2022; Kumari and Mrunalini, 2022; Li, Rios and 
Trajković, 2021). Although the methodology that followed by 
those works and many other works depended on employing 
one of the ML techniques for training and evaluating the 
classifier model and then comparing the obtained results with 
results of some other works, many influenced parameters on 
the accuracy rate have not been investigated yet. Therefore, 
research projects in this field still not saturated. Besides that, 
most of the conducted research projects utilized some training 
datasets that were already collected though monitoring 
non-IoT networks (Tabassum, et al., 2021; Tabassum et al., 
2022). Therefore, among the aims that this work wants to 
focus is, firstly, evolving a most recent collected dataset for 
attackers over IoT networks. Secondly, to investigate many 
preprocessing techniques against three ML algorithms to find 
out the best and more efficient classifier models that could be 
used for attack and malicious detection over IoT networks.

II. Work Contributions
As mentioned in Section 1, the main objective of this work 

is to build intelligent intrusion detection systems (IIDSs)-
based classifier model that can detect and identify attacks 
by analyzing the packet behaviors of IoT-based networks. 
The main contributions of the work could be summarized as 
below:
1) The work focuses on the most recent dataset (IoT23) that 

is purely related to IoT-based attacks and benign behaviors 
excluding behaviors of the traditional networks.

2) The work focuses on analyzing fifteen types of attacks 
through training the proposed IIDS model on the dataset 
that mentioned in point (1). The focused type of attacks is 
up-to-date attacks and mostly related to behavior flow of 
the IoT-based network packets.

3) Few of works were conducted research projects on analyzing 
IoT-based behaviors using ML-based classifier models as 
IIDS binary and multiclass calcification.

III. Related Works
During the review process, it has been found that 

classifying attacks over IoT-networks depends on a variety of 
orientations, such as the type of the utilized ML techniques, 
dataset types and versions, types of the preprocessing 
techniques, and the performance indicators that used for 
evaluating the efficiency of the exploited ML algorithms. 
The orientation that covers the type of ML presents the 

most important ML techniques that have been proposed by 
authors of the previous works as detection and classification 
models. The review presents, as well, the advantages and 
disadvantages of each technique in the viewpoint of the 
authors. Another focus of this study could be on the types 
of datasets used for training and testing ML models. More 
orientations are available, such as Feature selection, Data 
normalization, and/or data encoding. Finally, several studies 
could be categorized based on the utilized performance 
indicators to measure the efficiency of ML algorithm. In 
the subsequence sections, many articles have been reviewed 
based on these orientations.

Despite of diversity in investigating the ability of ML 
techniques in classifying IoT-based attacks, most researchers 
agree that expanding the scalability of networks makes 
connection of new devices to the internet or IoT-based 
networks becomes more vulnerable than before. It is true 
that such expansion makes networks be important for our 
daily life and increases the capability of connecting more 
devices. Nevertheless, the expansion increases the number 
of the cyber-attacks over the networks as well, especially 
over the IoT-based networks as they have limited resources 
and capabilities. The most important problem is detecting 
zero-day attacks, which means detecting new patterns 
or policies of attacks. To overcome this problem, most 
researchers investigated ML algorithms to build intelligent 
detection models that can classify new patterns of attacks 
through learning from known similar patterns. However, 
there is a disparity over the ability of the ML algorithms as 
each previous work has proposed a specific algorithm and 
has justified its ability. Therefore, reviewing those works is 
necessary.

In general, there are two types of ML algorithms. The first 
type of ML algorithm is known as classical or conventional 
algorithms; however, there are some other techniques known 
as deep learning algorithms (Picon Ruiz, et al., 2020; Sewak, 
Sahay and Rathore, 2018). The classical ML algorithms 
are less complex than the deep learning ones. Although, 
algorithms in both categories are utilized in different 
works as attacks classification or identification, this work 
focuses more on the classical ML algorithms as the second 
type of algorithms needs less resources than deep learning 
algorithms.

A. Artificial Neural Network (ANN)
The first ML algorithm that could be considered a most 

distinguished technique is ANN. The ANN algorithm has 
been utilized by (Soe, et al., 2019) to build an IDS. The 
author of that work argued that building an ANN model to 
detect different type of attacks is not sufficient. Instead, the 
work proposed sequential ANNs in which for each type of 
attacks an ANN has been designed and developed. Although 
the paper showed good and high accuracy rate, the structure 
of such model needs to be updated and a new ANN mast 
be added to the sequence when a new type of attack or a 
zero-day attack comes to the live. ANN is considered as 
a supervised learning algorithm that could be utilized as 



ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X 

128 http://dx.doi.org/10.14500/aro.11124

classifier model. This fact has been used in (Hanif, Ilyas and 
Zeeshan, 2019) to build an attack detection over IoT-based 
networks. The work showed that results of a 10-fold cross-
validation reach to 84%, which somehow is not good enough. 
Moreover, the versions of the datasets that have been utilized 
for training the proposed ANN are going back to 1999 and 
2015 which, somehow, are not up to date enough. Another 
work that focused on ANN to classify attacks over IoT-
based networks has been proposed by (Fatayer and Azara, 
2019). The work argued that IoT-based networks needs more 
security as different types of attacks can easily penetrated 
them. The work built an ANN model to detect many attack 
types and the work obtained a very good accuracy (97%). 
However, the work also utilized an old version of dataset 
(KDD CUP 99), in which, the behaviors of traditional 
networks have been analyzed and the ANN model cannot be 
evaluated with recent behaviors of IoT-based attacks. There 
are many recent works that focused on the ANN based attack 
classification (Gopi, et al., 2021; Churcher, et al., 2021; 
Mehmood, Khan and Elhadef, 2022) to classify attacks over 
IoT-based networks. However, a part of them focused only 
on one type of attack, other works focused on many types 
of attack through utilizing some outdated version datasets. 
Therefore, it is very necessary to investigate the efficiency of 
the ANN against classifying the most recent behaviors of the 
devices that connected to the IoT-based networks as binary 
or/and mutli-class based classifier models.

B. K-Nearest Neighbor (KNN)
Another type of the supervised learning algorithm is 

called KNN. This type is somehow considered as a lazy 
learner supervised algorithm as the training phase of this 
algorithm takes place while the prediction phase is stared 
(Churcher, et al., 2021). Many recent works utilized KNN 
as classifier model for detecting attacks over IoT-based 
networks. However, based on the best of our knowledge, the 
work (Li, et al., 2014) was the first that utilized the KNN 
algorithm for attacks and penetrating detection over IoT-
based networks. The work proposed the KNN to distinguish 
intruder sensors over the sensor networks through keeping 
the authorization of connected objects. One of the most 
recent works that utilized KNN for IoT-based network 
attacker is (Iman, 2022). The work proposed the KNN 
algorithm and argued detecting DDoS attacks over IoT-based 
networks with minimum consuming of energy. Although the 
work presented 99% as accuracy rate, the test of the work 
simulated in SDN environment and it focused only on one 
type of attack over IoT-based networks. Another recent 
work that utilized KNN for classifying IoT attacks has been 
trained with Bot-IoT dataset (Alfarshouti and Almutairi, 
2022). The work also presented a taxonomy on the IoT-based 
attacks. The taxonomy work categorized the available attacks 
based on their relationship with each layer. Another recent 
work (Islam, et al., 2022) focused on the IoT-based attacks 
considering banking systems as an environment case. The 
work showed that KNN can detect malicious activities up 
to 98.7%. The work only focused on DDoS attack. Another 

work that utilized KNN (Aslam, et al., 2022) was depended 
on adjusting some ML algorithms in the SDN environment 
and focused on the real-time sniffing packets. The work 
showed 99% of accuracy and concluded that using SDN 
controller could be more studied in the future for detection 
models. However, the work proposed a model to detect 
phishing attack as a future work. This means that single 
detection attack always needs to be updated when a new type 
of attacks comes to the live. Therefore, one of the objectives 
that addressed by this work is to propose a KNN that could 
be trained over classifying and detecting most recent type 
of attacks that penetrating IoT-based networks, not only one 
attack type.

C. Support Vector Machine (SVM)
SVM is another supervised ML algorithm that could be 

used for classification, regression, and outlier detection. 
In the field of IoT-based attack classification, SVM has 
more frequently used as a common ML algorithm. A recent 
work that utilized SVM to build an attack detection system 
over IoT-based networks has depended on Bot-IoT dataset 
(Alfarshouti and Almutairi, 2022). The work made a 
comparison between the results that have been obtained from 
their proposed SVM model with another type of detection 
model that designed using KNN classifier algorithm. More 
recent works have utilized SVM as detection method (Islam, 
et al., 2022). The work investigated one type of the IoT-
based attacks, which is DDoS. The work argued that banking 
system is one of the important environments that should be 
kept more securable against IoT attacks, especially, DDoS 
attack which denies bank servers to serve authorized users. 
The work (Islam, et al., 2022) utilized banking dataset for 
training the suggested algorithms. Results of the work 
showed that 99% of the accuracy could be obtained with 
SVM. Most datasets that used for training the attack detection 
have complex dimensionality. Therefore, most works 
employed a process called feature selection for reducing 
the dimensionality size of the training dataset. A most 
recent work (Majeed Alhammadi, 2022) utilized principle 
component analysis (PCA) as a feature selection method to 
reduce the dimensionality of the training dataset to build a 
SVM-based attack detection model. The work depended on 
the outdated version of the intrusion behavior dataset, which 
known as NLS-KDD and contains 41 attributes. Another 
work compared the performance of the SVM with decision 
tree on two types of attacks (DDoS and Code Injection). The 
work proposed an intrusion detection system for attacks over 
IoT-based networks in smart city applications. They focused 
also on a comparison between two types of feature selection 
(constant removal and recursive feature elimination). The 
performance of SVM that obtained in that work was 98%. 
The summary of the research works that have been reviewed 
throughout sub-sections 3.1, 3.2, and 3.3 could be illustrated 
in Table I, which somehow summarizes the differences 
between the most reviewed works with this work.

Table I shows some differences that distinguish 
methodology of this work with methodology that followed 
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by some previous works. The distinction of the work 
methodology of this work could be summarized as below:

This work investigates three common ML algorithms, 
which are ANN, KNN, and SVM. There are other works 
already employed these ML algorithms; however, based on 
the best knowledge of us, they have been utilized in different 
fields or for different topics.
1. Most of the reviewed works have utilized the ML algorithms 

that mentioned in (1) with outdated detests or with non-IoT 
based datasets. However, this work focused on the IoT23 
dataset that could be considered as a most recent dataset for 
analyzing behaviors of IoT-connected devices.

2. Most reviewed works have been developed as binary 
classification, which means distinguishing behaviors of one 
type of attack with begin behaviors. However, this work 
develops binary classification and mutli-class classification.

3. With the present work, more than 15 types of attacks have been 
included for developing a multi-class classification model.

4. One of the major differences between this work and reviewed 
works is classifying zero-day-attacks as malicious behavior 
based on the behaviors of some known attacks.

It is important to consider all above-mentioned points 
together to highlight the differences between this work and 
most reviewed previous works. Because considering each 
difference individually decreases the difference and the gap 
between this work and previous works.

IV. Materials and Methods
In this section and the subsequence sub-sections, the 

methodology and the materials that have been unitized by 
this work will be explained. Fig. 1 shows the framework of 
this project.

A. Dataset
This work utilizes the IoT23 dataset for training and 

testing the proposed IIDS. The work imports the dataset from 
(Garcia, Parmisano and Erquiaga, 2020), in which, records 
in this dataset represent benign and malicious behaviors of 
packets that flow over IoT-based networks. In the dataset, 
there are three groups or scenarios of benign behaviors and 
20 groups or scenarios of malicious behaviors. Whether a 
behavior is benign or malicious, it consists of 21 features or 
attributes. The last feature is the label which represents the 
class of the correspondence behavior.

Behaviors in the IoT23 dataset could be labeled as 
benign or malicious when the goal is developing a binary 
classification. However, the dataset has been prepared for 
developing a multi-class classification as well, because a 
behavior in the dataset may has different attack classes. As 
an example, there are two different labels of attack (C&C 
and PartOfAHorizontalPortScan); however, a class of attack 
comes with label (C&C -PartOfAHorizontalPortScan), 
which means that this class is belong to a flow contains 
malicious activities from both type of attacks. Below are 
the description of each attack type and Table II shows the 
name of the available classes and the number of each class’s 
observations.
1. Attack: This type of attack could be encountered when an 

infected device attacks another host, and it tries to take an 
advantage of a vulnerability.

2. Benign: Is a device which no suspicious or malicious 
activities detected from its flow over network

3. C&C: Is a command and controlled server that an infected 
device can connect to and control it. The infected device 
was connected to a CC server.

TABLE I
The Work Review Summary

Reference ML tools Datasets Binary or multiclass Number of attacks
Soe, et al., 2019 ANN N-BaIoT Multiclass 2
Hanif, Ilyas and Zeeshan, 2019 ANN UNSW-15 Binary 1
Fatayer and Azara, 2019 ANN KDD CUP 99 Binary 1
Iman, 2022 KNN SDN simulation Binary and DDoS 1
Islam et al., 2022 SVM Bot-IoT Binary and DDoS 1
Majeed Alhammadi, 2022 STV and DT NLS-KDD Multiclass 2
This work ANN, KNN, and SVM IoT-23 Binary and multiclass 8
ML: Machine learning, ANN: Artificial neural network, SVM: Support vector machine, DDoS: Distributed denial of service, KNN: K-nearest neighbor 

Fig. 1. The framework of the Internet of things attack classification and 
identification.
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4. DDoS: Is a Distributed Denial of Service attack that an 
infected device lunch a malicious activity to penetrate 
another device.

5. FileDownload: Is encountered when a file is being 
downloaded to an infected device.

6. HeartBeat: with this attack the track of the infected host by 
the C&C server will be sent through a packet.

7. Mirai: The connections have characteristics of a Mirai botnet.
8. Okiru: The connections have characteristics of a Okiru 

botnet.
9. PartOfAHorizontalPortScan: A horizontal port scan has 

been lunched by infected device to gather information for 
performing further attacks.

10. Torii: The connections have characteristics of a Torii botnet.

The imported dataset has a size of 20 GB. The dataset 
has been distributed over 23 folders; three of them are 
representing the benign datasets and the rest of 20 folders are 
representing the malicious activates over IoT-based networks. 
Inside each folder, there is a conn.log file (this is the Zeek 
conn.log file obtained by running the Zeek network analyzer 
using the original pcap file), and the file is containing the 
flow activities. Files in all folders focus on the same number 
of features, which are 23 features, including the target label 
feature, as shown in the Table III.

The flow activities in each file have not specified for 
a single type of attack, in the contrast, each file contains 
different malicious activities of IoT malwares.

B. Data Preprocessing
As shown in the Fig. 1, four main preprocessing activities 

have been utilized by this work and have been applied on the 
imported dataset. The pre-processes are:
1. Removing the null values and features with zero impact
2. Coding and encoding
3. Data balancing
4. Normalization.

For the first preprocessing, null values in the employed 
dataset have been handled. Three features in the imported 
dataset are empty and without any records, which means all 
cells in these three attributes have null value records. Those 
three features are local_orig, local_resp of connection types, 
and tunnel parents (No. 13, 14, and 21 in the Table III). 
These three features have been removed from the selected 
feature list, because null value methods cannot be applied on 
a feature that totally empty.

The process of feature selection will exclude other features 
as well. There are many features having zero impact on the 
classification process, which are feature no. 1 and feature 
no. 2 in the Table III. History is another feature which this 
work decided to delete it, as it describes only the history of 
conn_state. This work removes all these features as shown in 
Table IV.

IoT 23 dataset includes three numerical features that 
include missing value which are Duration, Origin Bytes 
and Respond Bytes (No. 9, 10 and 11). Although some 
categorical features also include missing value, they have not 
been dealt as missing value. For example, in Service variable 
the symbol (-) means no service is available and it has been 
replaced as (Nos) value as an indicator that this value shows 
that there is no service rather than considering it as a null or 
missing value. Class-based mean method is used to handle 
the null values in this method. The mean value of a variable 
is used to replace missing values, and missing values for 
benign and malicious observations within the same variable 
are computed separately (Lee and Zeng, 2008). Finally, the 
removing process also covered the duplicated observations. 
The output of this process reduces the dimensionality of the 
dataset. The number of features that remains in the dataset 
becomes 15 features.

The dataset needs Feature Encoding as it has six categorical 
features after applying the null value cleansing process on 
the dataset. Those categorical values should be changed 
to numerical variables. The process of encoding includes 
three steps (Label Encoding, Encoding categorical features, 
and IP Address Encoding). The labels of IoT 23 dataset are 
categorical values and must be encoded to numerical values 
for ML algorithms. As this study implements three classifiers 
(KNN, SVM, and ANN), the work requires two forms of 
Label-Encoding for identification. Ordinal encoding is used 
for (KNN and SVM) classifiers (as indicated in Table IV), 
while One Hot Encoding is used for (ANN) classifiers. Since 
in binary classification, the same label encoding is used for 
all classifiers, with 0 being assigned to benign label values 
and 1 to malicious values.

In Encoding Categorical Features, three categorical 
features of IoT 23 dataset (Protocol, Service and conn-state) 
encoded using frequency encoding, which according to this 
method, each value in a categorical feature must be modified 
with the total count or frequency of the value.

The two variables (id. orig_h Address, id. resp_h Address) 
of IoT 23 dataset are IP Address format, and they have been 
encoded to numerical format using IP Splitting method. 
According to this method, an IP address will be divided into 
four distinct octets number, in which each octet number will 

TABLE II
Number of Flows for Each Attack Class in the Dataset

Serial number Label Flows
1 Benign 30,864,692
2 Attack 9,398
3 DDoS 19,538,713
4 Part of a horizontal port scan 213,852,924
5 Part of a horizontal port scan-attack 5
6 Okiru 60,990,708
7 Okiru-attack 3
8 File download 18
9 C and C 21,995
10 C and C-heart beat 33,673
11 C and C-file download 53
12 C and C-heart beat-attack 834
13 C and C-heart beat-file download 11
14 C and C-part of a horizontal port scan 888
15 C and C-Torii 30
16 C and C-Mirai 2

Total 325,313,947
DDoS: Distributed denial of service
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be assigned to a distinct variable. It means, the attribute of 
IP address will be converted to four distinct variables. In 
this way, this work encoded both the source and destination 
IP addresses, and as a result eight new variables have been 
added to the list of features. The two IP address variables in 
32-bit address format were then removed.as shown in Fig. 2.

The third preprocessing step is balancing dataset. 
The IoT23 dataset is imbalanced in the number of the 
observations, it has in reference to each class. Based on 
the number of observations per classes, classes could be 
categorized into three main groups. The first group covers 
those classes that having millions of observations (number 

1, 3, 4, 6 in the Table I). The second group is those classes 
that having thousands of observations (2, 9, and 10 in the 
Table I), and third group is those classes that having <1000 
observations (5, 7, 8, 11, 12, 13, 14, 15, and 16 in the 
Table I). Fig. 3 clearly shows the imbalanced status of the 
dataset. This work achieves the process of balancing the IoT-
23 dataset through two phases. At the first phase, the work 
reduces the gap that exists among the attack’s classes in the 
number of observations that they have. To achieve that this 
work randomly picks 2000 samples from the first and second 
groups of attack’s class in the IoT-23 dataset.

The second phase for illuminating the imbalances in the 
dataset is applying the SMOTE algorithm to the third group 
of attack’s class to rise the number of the observations in all 
attack’s classes up to 2000. The SMOTE method is a statistical 
technique, and it stands for Synthetic Minority Oversampling 
Techniques. According to recent research work (Wongvorachan, 
He, and Bulut, 2023), SMOTE uses for increasing the 
number of cases in a dataset for balancing purposes. It uses 
for increasing the number of cases in a dataset for balancing 
purposes. The technique works through generating new cases 
from the existing minority instances. The main condition that 

TABLE III
Name and Description of Features

# Feature Description
1 Time Time for flow starting
2 uid Unique ID
3 id.orig-h Source IP address
4 id.orig-p Source port
5 id.resp-h Destination IP address
6 id.resp-p Destination port
7 Protocols Transaction protocol: icmp, udp, tcp,
8 Service dhcp, dns, http, irc, ssh, ssl
9 Duration Total duration of flow
10 orig_bytes Number of payload bytes the originator sent
11 resp_bytes Number of payload bytes the responder sent
12 conn_state Connection state. Possible values are found in Table III
13 local_orig T if the connection originated locally and F if it originated remotely
14 local_resp T if the connection is responded locally and F if it is responded remotely
15 missed_bytes Number of bytes missed in content gaps, which is representative of packet loss
16 History State history of connections as a string of letters. The letter is uppercase if it comes from the 

responder and lowercase if it comes from the originator. Possible letters can be seen in Table IV
17 orig_pkts Number of packets that the originator sent
18 orig_ip_bytes Number of IP level bytes that the originator sent
19 resp_pkts Number of packets that the responder sent
20 resp_ip_bytes Number of IP level bytes that the responder sent
21 Tunnel parents The connection’s ID, if it was tunneled
22 Label Whether the capture was normal or malicious
23 Detailed_label Identify the malicious capture type

Fig. 2. IP splitting example.

Table IV
Ordinal Encoding of the Labels of Internet of Things 23 Dataset for 

K-Nearest Neighbor and Support Vector Machine Models

Labels Encoded label
C and C 1
C and C-heart beat-attack 2
C and C-Part of a horizontal port scan 3
Attack 4
C and C-heart beat 5
DDoS 6
Okiru 7
Part of a horizontal port scan 8
Part of a horizontal port scan-attack 9
Okiru-attack 10
File download 11
C and C-file download 12
C and C-heart beat-file download 13
C and C-Torri 14
C and C-Mirai 15
DDoS: Distributed denial of service
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SMOTE has is the implementation of the technique should not 
change number of the majority cases. The technique should 
inset just copies of the existing cases. Instead, the technique 
takes samples from the feature space of each targeted class 
and its nearest neighbors. Finally, the SMOTE will be applied 
to entire dataset; however, it only increases the percentage of 
minority cases.

Focusing on the IoT23 dataset, Fig. 3 shows the 
imbalanced status of the dataset before processing the dataset 
under the SMOTE algorithm, and Fig. 4 shows the output of 
the SOMT method.

Finally, this work applied the normalizing method on the 
dataset to put records in all remain features in the same 
range. This work uses the min-max normalization method. 
This process can speed up the training and testing phases of 
the classifier models.

C. Feature Selection
Feature selection is a method of reducing the number of 

attributes that utilized by the proposed model through selecting 
only relevant feature(s) and getting minimizing of noise in a 
dataset (Abdulla, Al-Dabagh and Zakaria, 2010). There are six 
features already have been excluded before feature selection 
process. Table IV presents these features and the reason of 
excluding each of them. For the rest of attributes, this work 
depends on computing the correlations coefficient among the 
attributes, first, then to compute the correlation coefficient 

between each attribute and the target attribute. According to 
this method, the selection of the attributes (or features) in the 
dataset depends on the condition that states “Attributes should 
never have correlations among them. If any two correlated 
attributed found, the one that has less correlation with the 
target attribute will be excluded”(Weller-Fahy, Borghetti and 
Sodemann, 2014) (Abdulla, Al-Dabagh and Zakaria, 2010). 
After checking the correlations, the remaining features are (id. 
resp_h Address, id. resp_p port, Protocol, Service, Duration, 
Origin Bytes, Respond Bytes, conn_state, missed_bytes). 
Fig. 4 shows the correlation status among the attributes 
or features. Fig. 5 shows a sample of the dataset after the 
preprocessing steps, excluding the normalization process.

D. Data Slicing
This process is about splitting the dataset into two subsets, 

the training and the testing. Although the obtaining subsets 
will be directly used and fed to the ML classifier models, 
this process still be considered as a step of preprocessing 
activities. This work allocates 20% of the dataset as a testing 
subset and 80% of the dataset assigns for training phase. The 
process of extracting samples from the dataset for training 
and testing has been achieved randomly.

This work takes from the benign class 20% of records 
randomly, and the remain 80% will be used for training. 
However, taking the samples from the attack classes is 
slightly different for keeping the balance of the dataset in the 
viewpoint of attack participating. The work allocated from 
each attack class 20% for testing and 80% for training. Then, 
all 20% parts will be collected to form on testing subset and 
same is true for the training subsets.

E. Performance Indicators
Fig. 7 shows details of a typical confusion matrix 

(Bhandari, 2020). From the confusion matrix, all necessary 
accuracy indicators could be obtained. Although every index 
in the figure means something useful, rate of accuracy is most 
common that utilized to check the performance of detection 
and classification models.

V. Experimental Evaluation
This work utilized three major ML algorithms named 

ANN, SVM, and KNN. The aim of this work is building 
an intelligent binary and multi-class classification. The 
experimental evaluation in this work depends on k-fold 
method, by which, the dataset will be divided into five 
partitions, each time, a part will be used for testing and the 
remain nine parts used for training.

A. ANN Based Classification
ANN is a common ML-based model that functions based 

on how the human brain operates. It is a supervised learning 
algorithm that its structure consists of neurons or nodes. Those 
nodes are distributed over three main layers, namely, input 
layer, hidden layer, and output layer. Nodes at each layer 
have different functionalities. At the input layer, nodes take 

Fig. 3. The unbalanced Internet of things-23 structure.

Fig. 4. Phase two output of unbalanced Internet of things-23 structure.



 ARO p-ISSN: 2410-9355, e-ISSN: 2307-549X

http://dx.doi.org/10.14500/aro.11124 133

the input information and pass them to hidden layer. The core 
computation of the ANN is occurred in the hidden layer, which 
in some cases, there are more than one layer. The results from 
the hidden layer(s) will be passed to the output layer. For the 
supervised ANN, the expected output and desired output will 
be involved in error computation which shows the accuracy 
rate of the training phase. When the obtained error is more the 
goal, ANN will start to modify the value of wights that exist 
between each two nodes in two different layers. This process 
will be repeated until minimum error will be obtained. The 
typical structure of an ANN is shown in the Fig. 5.

For this work, the model has been designed and codded 
using Matlab-R2021a. It has been installed on a PC with 
intel CORE i7 (11th generation). The ANN that utilized by 
this work is called “Pattern Recognition Neural Network”. 
According to the dataset sample that shown in the Fig. 8, the 
number of the input feature in this work is (15). Therefore, 
the number of the input node of the proposed ANN for this 
work is 15. The work has tested the ANN to find out the best 
or the more efficient structure (number of hidden layer). The 
work set the number of hidden layers on one and the nodes 
in this layer on 10 nodes. Fig. 9 shows the ANN structure 
that designed by this wok for binary classification of attacks.

Fig. 5. Correlation coefficient graph of Internet of things 23 dataset features.

Fig. 6. A sample of the obtained dataset through preprocessing.

Fig. 7. Typical Confusion Matrix with performance indicators.
Fig. 8. Typical structure of artificial neural network.
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Fig. 9. The artificial neural network-based binary classification.

Fig. 10. Confusion Matrix for artificial neural network-based binary 
classification.

Fig. 11. The ANN based multi-class classification.

Fig. 12. The confusion Matrix of artificial neural network-based multi-
class classifier (SMOTE).

The proposed ANN just required 45 epochs for getting 
perfect training with error around 1.5%. To test the ANN, 
this work used 20% of the dataset and the result of testing is 
shown as confusion matrix for the binary in the Fig. 10. The 
result of the testing is 99%.

The next step of with ANN is to identify the type attacks 
after identifying a flow as attack. For this step, the name 
of the ANN is still “Pattern Recognition Neural Network”. 
However, the structure of ANN has not been changed as 
shown in Fig. 11 and with the same number of epochs.

The accuracy that obtained through the multi-class 
classification, as shown in the Fig. 12, is about 99.2%. 
Through both classifiers, it becomes clear that classifying 
benign from attacks and identifying the type of attacks 

with ANN pattern recognition can reach up to 99% as an 
average.

Fig. 14. Compression of the machine languages F1-score.

Fig. 13. Compression of the MLs accuracy.
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Fig. 15. The confusion Matrix of artificial neural network-based multi-
class classifier (without SMOTE).

and work as multi-class classifiers. The comparisons result 
of the binary classification is shown in Figs. 13 and 14, 
and the results of multiclass classification are shown in the 
Tables VI and VII. The results also show the impact of the 
SMOTE technique on the accuracy and F1-score rates of the 
ML techniques. Moreover, the work compared the three ML 
techniques as the multi-classifiers. In general, the accuracy 
rate for ML techniques as binary classifiers ranged between 
88.66% and 99.72%. SMOTE has a greater impact on 
multiclass classification than it has on binary classification.

There is one fact that should be presented at the 
beginning of this discussion, which is “The accuracy of 
any classification model that trained with unbalance dataset 
is useless even it has a very good rate”. This is because 
unbalanced dataset usually makes the training process to 
bias to a class that has more observations than other classes. 
Consequently, we tested the models using F1-Score as well, 
and the influence of SMOTE appeared significantly, as shown 
in Table VII. The results indicated that the labels (9, 10, 13, 
and 15) had 0% F1-score rate, which is due to the small 
number of observations in these labels, as shown in Fig. 15. 
The results of the SMOTE dataset then solved the problem, 
as illustrated in Fig. 12.

There are many arguments about SMOTE applying to 
the dataset. Much research works perusing applying the 
SMOTE only over the training part of the dataset. Others are 
focused on applying the SMOTE over all dataset. Therefore, 
this work investigates whether SMOTE overfits the model 
if applied on test part of the dataset or not. This work 
conducted another experiment to check that as shown in 
Table VIII. In this experiment SMOTE, only applied to Train 
set. The experimental results show that the models (KNN, 
SVM, and ANN) did not identify several attack classes, such 
as (10, 11, and 15). This is because the number of records 
in the test set data is quite low. In the test set, such attack 
classes (10 and 15) have only one record.

The classes (12, 13, and 14) have the same issue; however, in 
these classes, some methods produced at least some outcomes. 

TABLE V
Excluded Features

Features Reason of exclusion
Time Not relevant to attack classification and identification
Uid Not relevant to attack classification and identification
local_orig All records are empty
local_resp All records are empty
History It is a description of another feature (conn state)
Tunnel parents All records are empty

TABLE VI
The Identification Accuracy Rate of Machine Learning Techniques for Each Attack

Labels KNN SVM ANN

Without SMOTE With SMOTE Without SMOTE With SMOTE Without SMOTE With SMOTE
1 1 1 0.9999 1 0.9998 0.9988
2 0.9999 0.9999 0.9999 1 0.9995 1
3 0.9994 0.9998 0.9993 0.9994 0.9986 0.9988
4 0.9984 0.9993 0.9948 0.9809 0.9991 0.9988
5 1 1 1 1 0.9996 1
6 1 1 1 1 1 1
7 1 0.9998 0.9735 0.9853 0.9997 0.9977
8 0.9990 0.9998 0.9712 0.9872 0.9970 0.9988
9 0.9997 1 0.9997 1 0.9997 0.9999
10 0.9998 0.9998 0.9998 0.9975 0.9998 0.9993
11 0.9999 0.9991 0.9988 0.9837 0.9992 0.9973
12 0.9993 0.9989 0.9973 0.9946 0.9986 0.9957
13 1 1 0.9993 1 0.9993 1
14 0.9996 0.9998 0.9984 0.9999 0.9978 0.9997
15 0.9999 1 0.9997 1 0.9999 0.9987
ANN: Artificial neural network, SVM: Support vector machine, KNN: K-nearest neighbor

VI. ML Comparison Results
This work utilizes another two major ML techniques 

to evaluate their accuracy with the ANN based on attack 
classification and identification. These techniques are KNN 
and SVM. This work compared the ANN based model with 
both KNN and SVM when they work as binary classifiers 
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So, their percentage within the dataset is the issue with the 
identification of smaller types of attacks. All algorithms were 
able to predict the major categories with at least 99% accuracy.

VII. Conclusion
This work proposes three major ML techniques as binary 
classifier and multi-class classifiers. The work utilizes 
these ML techniques as Intrusion Detection System for IoT 
based attacks detection and the attack’s class identification. 
The work develops an IIDS through utilizing an up-to-date 
dataset, known as IoT 23. Through a systematic review of 
recent works, this work finds some gaps that sill not addressed 
by previous works such as using up to date IoT-based dataset 
and building a multi-class classification for detecting zero-
day attacks. Accordingly, this work addresses those gaps and 
addresses new objectives. To achieve the targeted objectives, 

this work proposes a distinguished methodology that starts 
from data collection, preprocessing steps, training and testing 
phases, until evaluation of results.

Through implementing the work’s methodology, it 
has been found that most classical ML algorithms could 
work perfectly as binary and multi-class classification 
for distinguishing malicious behaviors among IoT-based 
network packets. Therefore, no need to employ deep learning 
algorithms for developing IIDS as the structure of the deep 
learning algorithms is more complex than the classical ML 
algorithms. Consequently, the time complexity and the 
space complexity of the developed IIDS with deep learning 
algorithm expected be increased.

Another conclusion that has been ended through the work 
implementation is the impact of some preprocessing methods 
such as SMOTE on the accuracy rate of the developed IIDS. 
SMOTE method is usually applied on an imbalanced dataset 
to avoid under and/over fitting of the developed model, and 
maximizing the accuracy rate of the classifier models. The 
strange results that have been obtained in this work are the 
ineffectiveness of the SOMTE method in improving the 
accuracy rate of the proposed IIDS model as the security 
rate without SMOTE reached to an excellent level. Although 
the accuracy of the proposed IIDS showed extraordinary 
rates, this work suggests investigating more statistical and 
non-statistical properties of the IoT23 dataset to get more 
explanations on the ineffectiveness of the SMOTE method 
for improving the accuracy rate over imbalanced datasets.
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